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Abstract 
This paper presents the application of wavelet processing in the domain of Tamil Vattezhutthu alphabets 

recognition in Stone inscription. To attain high recognition rate, robust feature extractors and powerful classifiers 
that are invariant to degree of variability of stone inscriptions are needed. The proposed scheme consists of two 
stages: a feature extraction stage, which is based on Haar wavelet transform and a classification stage that uses 
support vector machine classifier. Experimental results show that the proposed method is effective.  
 
Keywords: Vattezhutthu alphabets recognition, Stone inscription, Haar wavelet transform, support vector machine, 
RBF kernel. 
 
Introduction  

Vattezhutthu alphabet (means rounded 
letters) is an abugida writing system originating from 
the ancient Tamil people of Southern India. 
Developed from the Tamili (Tamil-Brahmi), 
Vatteluttu is one of the three main alphabet systems 
developed by Tamil people to write the Proto-Tamil 
language, alongside the more modern Grantha 
alphabet (Pallava or Grantha Tamil) and Tamil 
alphabet. The syllabic alphabet is attested from the 
6th century CE to the 14th century in present day 
Tamil Nadu. It was also an ancient writing system 
used for writing the Tamil language after the 2nd 
century CE replacing an older Tamil-Brahmi script 
based on the Brahmi writing system.  Inscriptional 
records in the Tamil language date from 300 BCE to 
1800 and have undergone varying changes through 
history.   

Wavelet transforms are efficient tool for 
character recognition. It decomposes an image of a 
character into a set of different resolution sub-
images, corresponding to the various frequency 
bands. This results in space frequency localization 
which is helpful for extracting relevant features.  The 
area of character recognition has been receiving 
considerable attention due its versatile range of 
application domain including postal automation, bank 
check processing, automating of processing of large 
volumes of data, language based learning, ledgering 
catalogue for library, reading aid for blind etc. Even 
though sufficient study has been proposed for 
languages like Chinese, Latin and English, research 
on Indian script is still active and demanding.  Tamil  

 
is one of twenty two scheduled languages in India, 
with rich literary heritage. Character recognition in 
Tamil language is more complex due to enormously 
large character set and high similarity between 
characters. The problem becomes more difficult to 
recognize the various centuries used by ancient Tamil  
peoples for Vattezhutthu alphabet. The Fig (1) shows 
the sample of Vettezhutthu alphabets. 

 
Fig (1) Vettezhutthu Script Chart 

 
This paper investigates the use of wavelet 

transform for the recognition of Anceint Tamil 
Vettezhutthu characters.  Powerful classifiers that are 
invariant to degree of variability of human writing 
are needed for a large class problem. A standard 
approach of character recognition is to train the 
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classifier to predict one of the output classes. The 
support vector machines (SVMs) are effective 
discriminative classifiers with good generalization 
and convergence property and it had proven to have 
good performance in handwritten character 
recognition problems.  

Wunsch and Laine [1] used wavelet features 
extracted from contour of the handwritten characters 
for classification using neural networks. Lee et al. [2] 
used wavelet features extracted from hand written 
numerals are classified it using multilayer cluster 
neural network. Chen et al. [3] developed multi-
wavelet descriptor for contour of handwritten 
numerals using neural network. But all these works 
deal with only few classes as opposite to the present 
large class classification problem. In this study, all 
the 20 basic Tamil Vettezhutthu characters have been 
considered. In a similar study, [4] used zero crossings 
of wave packets to classify twenty classes using feed 
forward back propagation network. To our best 
knowledge, the use of SVM in offline handwritten 
Tamil characters represents a novelty. The paper is 
organized as follows: the next section introduces 
wavelet theory and the proposed method for feature 
extraction. Section 3 discusses SVM, Section 4 
evaluates performance of the system and Section 5 
concludes the paper. 
 
Image Features Extracted from Haar 
Wavelets  
Wavelet Theory  

The space frequency localization and multi-
resolution analysis capability of a wavelet makes it 
an efficient tool in analyzing images.  In this paper, 
Haar wavelets [5] have been used for multi-resolution 
feature extraction. This wavelet was introduced by 
Hungarian mathematician Alfred Haar in 1910 and it 
is one of the earliest wavelet with low computing 
requirements, which is also known as a compact 
orthonormal wavelet transform.  
 
The Haar scaling function  and the Haar 

wavelet function ψ(x) are as follows: 
 

 =  

 

=  

Discrete wavelet transform can be obtained using the 
analysis filters for decomposition and the synthesis 
filters for reconstruction. As we are interested in 
obtaining the features for classification purpose, we 

are dealing with only the analysis filter. The scaling 
function f(x) and the wavelet function ψ(x) associated 
with the scaling filter h  and the wavelet filter hψ 

are: 

=  

 

=  

In two-dimensional wavelet decomposition, the 
analysis scaling function can be written as the 
product of two one-dimensional scaling 
functions  

 
If ψ(x) is the one-dimensional wavelet associated 
with the scaling function, then, the three two- 
dimensional analysis wavelets are defined as:  
ψ

H (x,y) = ψ(x)  

ψ
V (x,y) = ψ(y) 

ψ
D (x,y) = ψ(x)ψ(y) 

 
where ψH (x,y), ψV (x,y) and ψD (x,y) correspond to 
horizontal, vertical and diagonal wavelets 
respectively.  The multi-resolution technique can be 
implemented using sub-band decomposition in which 
the image of a character is decomposed into wavelet 
coefficients [6].  The rows and columns of the 
original image is convolved with low pass filter h  

and high pass filter hψ followed by decimation by a 
factor of two in each direction to generate lower scale 
components namely low-low(LL), and low-high(LH), 
high-low(HL) and high-high(HH) sub-images. Three 
of them, LH, HL and HH correspond to the high 
resolution wavelet coefficients in the horizontal, 
vertical and diagonal directions respectively. LL 
image is the approximation of the original image and 
all the four of them contain one-fourth of the original 
number of samples. As mages are very rich in low 
frequency content, we do analysis further by 
decomposing low pass filteredversion of the image as 
termed as dyadic partitioning. Fig. 2 explains the 
decomposition, in which j+1stands for the starting 
scale, m and n are row and column directions. 

 
Fig. 2 Decomposition using analysis filter bank 
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Tamil Character Segmentation  
As the collected samples contain text lines 

of characters, segmentation is required to isolate each 
character to form the database. Segmentation is based 
on projection analysis and connected component 
labeling. The steps for character segmentation are as 
follows:  

 
Line Segmentation 
Text lines are separated and extracted from the M X 
N bitmap of the whole image 
img(x,y),1≤x,≤M,1≤y≤N. The horizontal projection 
profile is computed using the following function.  

H(x) =  

From this profile, the peak-valley points are 
identified and that is used for line separation. 
Character Segmentation 
Each extracted line is segmented into a sequence of 
isolated characters using connected component 
labeling algorithm. The minimum bounded rectangle 
containing the component are extracted and stored in 
the database.  
 
Feature Extraction  

Feature extraction is crucial for any 
character recognition system, in which the characters 
are represented by a set of features. The goal of 
feature extraction is to find a mapping from the two 
dimensional image into a smaller one dimensional 
feature vector XT=(x1…xm), that extracts most of the 
relevant information of the image. The purpose of the 
feature extractor is to make intra-class variance small 
by making large inter-class separation. This means 
that features extracted from samples of same class 
should be similar, while that of different classes 
should be dissimilar. The original image is first 
converted to gray scale and then size normalized to 
64x64 pixels. The Haar wavelet decomposition with 
Haar analysis filter h  = [0.707107, 0.707107] and 

hψ= [0.707107, -0.707107] are applied to each 
character image to yield four 32x32 sub images at 
LL1, LH1, HL1 and HH1. During the next level 
decomposition, it yields a 16x16 image {LL2, LH2, 
HL2 and HH2} and then an 8x8 image {LL3, LH3, 
HL3 and HH3}. The character image “ah” and its 
third level decomposition are displayed in Fig.3.  
 

 
Fig 3. Original image and decomposition at level 3 of 

Vettezhutthhu characters 
 
Support Vector Machine Classification  

SVM is one of the popular techniques for 
pattern recognition and is considered to be the state-
of-the-art tool for linear and non-linear classification 
[7]. It belongs to the class of supervised learning 
algorithms, based on statistical learning theory. The 
SVM classifier has been originally proposed for 
binary classification in literature and learning 
algorithm comes from an optimal separating hyper-
plane, developed by Vapnik [8].   
Given a training set of instance – label pair (xi,yi) 
i=1,…l  where xi  Rn and yi   l,the support 

vector require the solution of the following 
optimization problem [7].  
 

 

 
  

 
where C is the soft margin parameter,  is a slack 
variable and b is the bias term. In the case of linearly 
inseparable feature space, the training vectors xi are 
mapped into a higher dimensional space by the 
function.  
 
The kernel function is termed as: 
K(Xi,Xj)= (Xi)

T (Xj) 

 
Commonly used Kernel functions are: 
Linear:  
K(Xi,Xj) = xi

T xj 

 
Polynomial:  
K(Xi,Xj) = ,  
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Radial Basis function: 

K(Xi,Xj)=exp ,  

 
Sigmoid:  

K(Xi,Xj)=  

 
Where ,r,d are kernel parameters 

 
The effectiveness of SVM depends on the 

selection of kernel, the kernel's parameters, and soft 
margin parameter C. The binary SVM can be 
extended to multiclass [9]. Multiclass SVMs are 
usually implemented by combining several two-class 
SVMs either by one-versus-all method or one-versus-
one method. In our problem, as the feature space is 
linearly inseparable, it is mapped into a high 
dimensional space through Radial basis function 
kernel, so that the problem becomes linearly 
separable.   
 
Performance Evaluation  

In the experiment, we have used MATLAB 
7.8.0 for wavelet decomposition and feature 
extraction of images, and WLSVM [10] which is an 
implementation of LibSVM [11] running under Weka 
environment for classification. Data were collected 
from different places and temples like Madurai, 
Tanjore, Trichengode from Tamilnadu. It represents 
wide variety of writing styles. Digitization of 
collected samples are done by DSLR NikonD3100 
Camera. The experiment had been carried out on a 
database of 10 Vettezhtthhu characters by different 
sculptor. It contains all the 20 basic characters. 

In order to demonstrate the effectiveness of 
the proposed method, two types of experiments have 
been considered. In the first experiment, only 
approximation of Haar wavelet coefficients at 
decomposition level 3 (LL3 subband) are chosen and 
in the second experiment, decomposition on level 2 
(LL2 subband) have considered. As support vector 
machine with radial basis function (RBF) kernel has 
better performance in character recognition problems, 
it has been chosen for the present study. We set the 
parameters = 24,23,22,…2-10] and C=[212,211,210,…2-

2] for coarse estimation and on fine tuning, we 
obtained the optimum result with = 0.02, C = 100. 

For all experiments, the database was split with a 
random process into training (80%) and testing 
(20%).   
 
The steps involved can be summarized as follows: 

1. Convert the character image into gray scale. 

2. Scale the image so that it fits exactly into a 
64 x 64 matrix. 

3. Perform the 2-D Haar wavelet transform on 
the scaled image. 

4. Train the SVM with the extracted feature 
vectors from the training dataset. 

5. Test the SVM to obtain the recognition rates 
  
Conclusion  

The wavelet coefficients of an image have 
multi-resolution representation of original image. The 
coarse resolution wavelet coefficients normally 
represent the overall shape of the image, while the 
fine resolution coefficients represent the details of the 
image. We use the Haar wavelet features at different 
resolution scales in the experiments reported here. 
Support vector machine with RBF kernel is used for 
classification.  
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